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Abstract

It is shown that the concept of balance points introduced by Galperin [Gal92] is equi-

valent to the concept of pareto optimality.

We consider the general multiple objective programming problem (MOP)

min f(x)

s.t. x 2 X

where X � IRn and f = (f1; : : : ; fm) : IR
n ! IRm. In [Gal92] the concept of balance points

and balance sets was introduced as a new approach to nonscalarized solution of (MOP). In

this note we show that the approach is equivalent to the approach of pareto optimality.

Let us denote the global minima of functions fi; i = 1; : : : ; m over X by c0i , respectively, and

let c0 := (c0
1
; : : : ; c0m).

De�nition 1 Given � = (�1; : : : ; �m) 2 IRm with �i � 0; let X0
�i
= fx 2 X jfi(x)� c0i � �ig:

� is a balance point if X0
� := \mi=1X

0
�i
6= ; and for every �0 2 IRm such that 0 � �0i � �i; i =

1; : : : ; m and �0j < �j for at least one j 2 f1; : : : ; mg X0

�0 = ;: The set of all balance points is

called the balance set, denoted by �.

De�nition 2 x 2 X is a pareto solution of (MOP) if there does not exist x0 2 X such that

fi(x0) � fi(x); i = 1; : : : ; m with strict inequality for at least one i. y = f(x) is then called

e�cient point. The set of pareto solutions is denoted by Xpar, the set of e�cient points by

Yeff .
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from the Department of Mathematical Sciences, Clemson University, Clemson, SC 29634-1907, USA), Anita
Sch�obel
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To determine the relation between balance points and e�cient points we will follow [HN93]

and introduce level sets Li
�(yi) := fx 2 X jfi(x) � yig where y = (y1; : : : ; ym) 2 IRm, and

level curves Li
=(yi) := fx 2 X jfi(x) = yig. The following Theorem 1, which was �rst shown

for location problems in [HN93], shows that pareto solutions can be completely characterized

using level sets and level curves.

Theorem 1 Let x 2 X; yi = fi(x); i= 1; : : : ; m. Then x is a pareto solution for (MOP) i�

\m
i=1L

i
�(yi) = \mi=1L

i
=
(yi)

Proof:

x is a pareto solution

i� 6 9x0 2 X s.t. (fi(x
0) � fi(x) i = 1; : : : ; m ^ 9j 2 f1; : : : ; mg : fj(x

0) < fj(x))

i� 6 9x0 2 X s.t.
�
x0 2 \mi=1L

i
�(fi(x))^ 9j 2 f1; : : : ; mg : x0 2 L

j
�(fj(x)) n L

j
=
(fj(x))

�

i� \mi=1L
i
�(yi) = \mi=1L

i
=(yi).
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The relation to balance points follows from the remark in [Gal92].

Remark 1 If � is a balance point and x 2 X0
� then fi(x)� c0i = �i.

Now let � be a balance point. It follows that

X0

� = \mi=1fx 2 X jfi(x)� c0i � �ig

= \m
i=1fx 2 X jfi(x) � c0i + �ig

= \m
i=1fx 2 X jfi(x) = c0i + �ig

The last equation follows from Remark 1. But the last two set-intersections are nothing but

\mi=1L
i
�(c

0

i +�i) and \
m
i=1L

i
=(c

0

i +�i), respectively, which hence coincide if � is a balance point.

Theorem 1 then implies that each x 2 X0
� is a pareto solution of (MOP).

On the other hand if x is a pareto solution we de�ne � by �i := fi(x)� c0i : By Theorem 1

\mi=1L
i
=(�i + c0i ) = \m

i=1L
i
�(�i + c0i ) (1)

= \m
i=1fx 2 X jfi(x)� c0i � �ig (2)

= X0

� (3)

Hence X0
� is nonempty and (1) implies that decreasing one component of � would result in

X0
� = ;. Thus � is a balance point and we have proved

Theorem 2

Xpar = [�2�X
0

�
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Theorem 2 con�rms our claim that the concepts of balance set and pareto optimality are

equivalent. We can also reformulate Theorem 2 in the objective space:

Corollary 1

Yeff = �+ c0 := f� + c0j� 2 �g

This can either be seen by repeating the argumentation of the proof of Theorem 2 for objective

function values or by directly applying Theorem 2 and Remark 1 to Yeff = f(Xpar).
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