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Abstract

The augmented weighted Tchebycheff norm was introduced in the context
of multicriteria optimization by Steuer and Choo (1983) in order to avoid the
generation of weakly nondominated points. It augments a weighted [,.-norm with
an Il1-term, multiplied by a “small” parameter p > 0. However, the appropriate
selection of the parameter p remained an open question: A too small value of
p may cause numerical difficulties while a too large value of p may lead to the
oversight of some nondominated points.

For discrete bicriteria optimization problems, we derive a method for a prob-
lem dependent determination of all parameters of the augmented weighted Tche-
bycheff norm such that all nondominated points can be found and p is as large as
possible. In a computational study based on randomly generated instances of a
bicriteria knapsack problem, the resulting adaptive augmented weighted Tcheby-
cheff method is compared with the lexicographic weighted Tchebycheff method
and with the augmented weighted Tchebycheff method with preset parameter
values.

Keywords: Augmented weighted Tchebycheff norm; discrete bicriteria opti-
mization; adaptive parameter computation

1 Introduction

The weighted Tchebycheff method and its variations is one of the most common scalar-
ization methods in multiple criteria optimization. One of its main advantages can be
seen in the fact that, by appropriately varying the weights and/or the reference point,

*This research was partially supported by the BMBF (grant 03KLPAK3).



every nondominated point of a general multiple criteria optimization problem can be
generated. This explicitly includes non-convex and discrete problems which may have
a large percentage of unsupported nondominated points.

A drawback of the weighted Tchebycheff method is, however, that besides nondom-
inated points also weakly nondominated points are generated in general. Since this
is often unwanted, Steuer and Choo (1983) suggested to add an [;-term, weighted by
some parameter p > 0, to the weighted [,-distance between a reference point (usually
the ideal or a utopia point) and the feasible set of a given problem. The resulting
augmented weighted Tchebycheff method combines the advantages of the original (not
augmented) approach, namely the potential generation of every nondominated point
by appropriately modifying the weights and/or the reference point, with the property
that weakly nondominated points are avoided.

One numerical difficulty, however, remained: The determination of an appropriate
value for the parameter p that defines the relative impact of the weighted /.- and the
[1-term in the overall distance computation. As Ralphs et al. (2006) and Steuer (1986)
pointed out, the value of p should on the one hand be chosen large enough to ensure
that weakly nondominated points are avoided, while on the other hand p has to be
selected sufficiently small such that all nondominated points of a given (potentially
non-convex) problem can be found.

Focusing on discrete bicriteria optimization problems, this paper discusses the ques-
tion on how large a value of p can be selected at maximum such that finding all nondom-
inated points of the given problem can still be guaranteed. More precisely, we develop
an explicit formula that determines a tight upper bound on the “feasible” values of p
(where “feasible” is understood in the sense that the determination of all nondominated
points of the given problem can be guaranteed) depending on the given problem data
and the choice of the reference point. Numerical tests on bicriteria knapsack problems
are performed to validate the theoretical results.

1.1 Terminology and Definitions

Let a multiple criteria optimization problem be given by

min () = [fi(0)..... (o) 0
st. rzelX,
where k > 2 denotes the number of objective functions, f; : X —- R, ¢ =1,... k, are

the objective functions and X # ), X bounded, denotes a discrete feasible set.

We define the notion of optimality for (1) following the Pareto concept. A solution
T € X is called dominated by a solution z € X if and only if fi(z) < fi(z) for all
i=1,...,k and f;(z) < f;(z) for at least one ¢ € {1,...,k}. If strict inequality holds
for all k£ components, then x strictly dominates . If there is no other solution x € X
that dominates Z, then  is called an efficient solution of (1), or just efficient. If there
exists no feasible solution that strictly dominates z, then Z is called weakly efficient.
We denote the set of efficient solutions of (1) by Xg and refer to it as the efficient
set. An efficient solution is called supported if it minimizes a weighted sum of the &
objectives of (1) involving non-negative weights.

We define Z := f(X) the outcome set which is a set of distinct points in R*. In
order to simplify the notation we equivalently formulate Problem (1) in the outcome
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space as
min 2z = [zq,..., 2]
st. zeZ (2)

A point z € Z is called (weakly) nondominated if it corresponds to the image of
some (weakly) efficient solution # € X. The set of all nondominated points, the
nondominated set, is denoted by Zg in the following. Note that the cardinality of
Zr may grow exponentially with the size of the input data, i.e. it is in general an
intractable task to completely determine this set (see, e.g., Ehrgott (2005)).

A lower bound on the nondominated points of (2) is given by the ideal point which
we denote by z!. The i-th component of the ideal point is defined as the minimum
of the i-th objective, i.e. 2/ :== min{z; : 2 € Z} for all i = 1,..., k. A point 2V that
strictly dominates 2! is called a wutopia point. Furthermore, for S C Zp the point 2!
whose components are given by z! := min{z; : 2 € S}, i = 1,...,k, is called a local
ideal point with respect to S.

A common technique to solve problems of the form (1) is to iteratively transform
the vector valued problem into real valued problems, so called scalarizations. A variety
of different scalarization methods exist which differ in their theoretical properties, e.g.
with respect to the fact whether the solutions generated by a specific method always
correspond to nondominated points of (1) and whether all nondominated points can
be generated (see, e.g., Ehrgott (2005) and Miettinen (1999)).

In this article we study the Tchebycheff scalarization method which belongs to
the class of compromise programming methods, also known as methods of the global
criterion (see, e.g., Miettinen (1999) and Zeleny (1973)). Thereby, a feasible point in
the criterion space is generated that minimizes the distance to a given reference point
with respect to a given metric induced by an appropriate (weighted) /,-norm.

1.2 Literature Review

In the following we briefly review the literature related to Tchebycheff scalarization
methods for general multiple criteria optimization problems.

The general concept of the (weighted) Tchebycheff scalarization approach can al-
ready be found in Bowman (1976) where the application of the (weighted) Tchebycheff
norm is proposed for scalarizations of multiple objective optimization problems. Based
on this idea, Steuer and Choo (1983) introduced the augmented weighted Tchebycheff
program and the lexicographic weighted Tchebycheff program.

From a theoretical point of view, the Tchebycheff method can be seen as a special
case of compromise programming (Zeleny, 1973). It also has similarity to the reference
point method introduced by Wierzbicki (1980). Moreover, it fits in the general concept
of oblique norms and gauges, described, e.g., in Schandl et al. (2002); Klamroth et al.
(2002). Since the decision maker can easily interpret the reference point and the
distance information, the method is frequently used within interactive approaches, see,
e.g., Miettinen et al. (2006) and Steuer and Choo (1983).

Tchebycheff-type approaches are utilized for continuous as well as for discrete mul-
ticriteria optimization problems. Applications of the augmented weighted Tchebycheff
method can be found, for example, in Steuer (1986). Luque et al. (2010) use the lex-
icographic approach to solve convex multiobjective programming problems. In Alves



and Climaco (2000), an augmented Tchebycheff program based on variations of the
reference point is used to solve mixed-integer problems. Bozkurt et al. (2010) use the
weighted Tchebycheff norm to evaluate the quality of solutions generated by heuristics.

Particularly in the context of multiple criteria combinatorial optimization problems,
Tchebycheff scalarizations often lead to NP-complete problems (see, e.g., Murthy and
Her (1992)). If the whole nondominated set is to be computed by some iterative,
scalarization based method, Tchebycheff scalarizations are thus often outperformed by
other, problem specific approaches. Nevertheless, Tchebycheff scalarizations are also
applied in this context due to their general applicability and if, for example, different
variants of Tchebycheft-type approaches should be compared. In Saym and Kouvelis
(2005) the lexicographic weighted Tchebycheff method and a variant using the origin as
reference point are compared with the help of a bicriteria knapsack problem, and Ralphs
et al. (2006) use the same problem to evaluate variants of the weighted Tchebycheff
method with and without augmentation term.

An experimental comparison of methods with and without augmentation term for
continuous problems can be found in Miettinen et al. (2006), where methods with
augmentation term significantly outperform equivalent methods without such a term
with respect to computational costs.

In most applications the additional augmentation term, and particularly its weight-
ing factor p, is merely considered as a technical factor that guarantees nondominance of
the determined points, and p is set to a small positive constant. However, Kaliszewski
(2000) pointed out that the parameter p can also be interpreted as a source of trade-off
information: If a bound on the desired trade-off of a nondominated point is given, then
appropriate values of the parameters of the augmented weighted Tchebycheff scalar-
ization including p can be computed based on this information.

Moreover, Ralphs et al. (2006) report for the discrete case that an appropriate
choice of the parameter p is critical when the complete set of nondominated solutions
has to be generated. Taking p too small may cause numerical difficulties because the
weight of the augmentation term in the objective function can lose significance with
respect to the primary objective. On the other hand, choosing p too large may result
in the situation that some of the nondominated points are unreachable.

1.3 Goals and Outline

The main question that we address in this article is how the parameters of the aug-
mented weighted Tchebycheff method have to be chosen such that all possibly existing
nondominated points can be found reliably and efficiently, avoiding unnecessary com-
putations whenever possible. As described for example in Ralphs et al. (2006), this is
not automatically guaranteed when the involved parameters are chosen a priori and
are hence not directly related to the underlying data. Based on a rigorous analysis of
the augmented weighted Tchebycheff norm, we derive a tight upper bound on the value
of p up to which the generation of all nondominated points of a given problem can be
ensured. We also address the question whether the derived bound is best possible with
respect to all configurations yielding an appropriate parameter choice.

We provide numerical experiments to compare the augmented weighted Tchebycheft
method with adaptively chosen parameters to already existing solution approaches that
are based on Tchebycheff scalarization methods. Furthermore, we numerically investi-



gate how the choice of the reference point affects the value of p and the computational
time when the augmented weighted Tchebycheff method with adaptively chosen pa-
rameters is applied.

The remainder of this paper is organized as follows. After reviewing different
Tchebycheff scalarization methods, we develop explicit formulas for an appropriate
parameter choice in the augmented weighted Tchebycheff method in Section 2. Fur-
thermore, we present a generic sequential algorithm that, using the derived formulas
for the parameter values, computes the entire set of nondominated solutions in the
discrete, finite case. Linear formulations of Tchebycheff problems are also discussed in
this section. A computational study for the bicriteria knapsack problem can be found
in Section 3. Finally, concluding remarks are given in Section 4.

2 Parameters of the Augmented Weighted Tcheby-
cheff Norm

In the remainder of this article we concentrate on discrete bicriteria optimization prob-
lems, i.e. on problems with discrete nondominated set Zr C R2?. Furthermore, it
is assumed that there exists some (problem dependent) constant A > 0 such that
|fi(z) — f:(Z)| > A holds true for all i = 1,2 and z, & € X. This assumption is trivially
satisfied when e.g. integer-valued or finite problems are considered. To simplify the
following analysis, we restrict ourselves to integer-valued problems and thus assume
that A = 1. However, all results can be easily transferred to the general case where A
is an arbitrary positive scalar. Furthermore, it is assumed that z > 0 for all z € Z, as
every discrete bicriteria optimization problem can easily be brought into this form by
adding appropriate constants to the involved objective functions.

In this section, we concentrate on solving problem (1) by means of the augmented
weighted Tchebycheff method and present a new solution methodology that is based
on adaptively choosing the parameters of the applied augmented weighted Tchebycheft
norm in a problem dependent way. More precisely, we aim at finding appropriate val-
ues for the weighting parameters and for p such that the generation of the complete
nondominated set can be guaranteed when a generic algorithm is applied that itera-
tively generates problem scalarizations (and hence nondominated points) of problem (1)
based on the nondominated points found before.

After a detailed review of different Tchebycheff scalarization methods in Section 2.1
(formulated for general multicriteria problems), we discuss optimal choices of the pa-
rameters for the augmented weighted Tchebycheff problem in Section 2.2. In the sub-
sequent section, we present a generic approach that can be used to determine the
complete nondominated set of problem (1) under the assumption that the nondomi-
nated set is finite. Furthermore, we discuss different linearization techniques for the
Tchebycheff problems introduced in Section 2.1 such that these problems can be solved
with a standard LP-solver.

2.1 Tchebycheff Scalarization Methods

For a general multicriteria optimization problem (1), let w; > 0, i = 1,..., k with
Zle w; = 1 be nonnegative weights. Then the weighted Tchebycheff norm of a point



z € R¥ is denoted by

i=1,...,

I2]l% = max {w;|z]}. (3)

If an [;-augmentation term is added to (3), we obtain the augmented weighted Tcheby-
cheff norm

1[5 = llzll% + o Izl (4)

where ||z||1 = |21+ ...+ |zk], w; > 0,0 =1,.. .k, Zlewi =1,peRand w;+p >0,
t =1,...,k. The parameter p is a non-negative scalar, which is usually chosen as a
small positive number.

Applying the (weighted) Tchebycheff scalarization method to generate nondomi-
nated points of problem (1) implies solving a sequence of optimization problems of the

form
min |z - |2

st. z€eZ, (5)

where s corresponds to an appropriately chosen reference point of the given problem. If
not stated otherwise, we assume throughout this paper that s corresponds to the ideal
point or to a utopia point. However, we will also use local ideal points in combination
with the (weighted) Tchebycheff scalarization method.

From (Steuer and Choo, 1983) we recall that every optimal solution of (5) is at least
a weakly nondominated point of the given multicriteria problem, and a nondominated
point whenever the solution of (5) is unique. The weights wy, ..., w; can be used to
model the decision makers preferences, i.e., to direct the search for nondominated points
towards a preferred region of Z, or to iteratively generate the complete nondominated
set (or an approximation of it). However, the fact that only weak nondominance can
be guaranteed for solutions of (5) is a major drawback of this scalarization method for
practical applications.

Two different approaches are frequently used in practice to overcome this shortcom-
ing, both suggested by Steuer and Choo (1983): The lezicographic weighted Tchebycheff
method consists of two stages. In a first stage, problem (5) is solved to obtain an op-
timal solution z* that is further used in a second stage where the additional problem

k
min ZZ’
P (6)
st oz < z2fi=1,...k
z € Z

is solved to optimality. It is shown in (Steuer and Choo, 1983) that every optimal
solution of (6) is guaranteed to be a nondominated point of (1), and that every non-
dominated point can be found by selecting appropriate weights in (5). According to
the terminology used in (Sayin and Kouvelis, 2005), we also refer to this method as
the two-stage approach in the following.

The second solution methodology that avoids weakly nondominated points, the so-
called augmented weighted Tchebycheff method, uses an augmentation of the objective
function of (5) by a correction term given by the /;-distance between feasible points z €
Z and the considered reference point s. The resulting augmented weighted Tchebycheff



problem is given by
min ||z — s||pw

st. ze€Z. <7)

Note that for p = 0, problem (7) reduces to problem (5). It is shown in (Steuer and
Choo, 1983) that for any p > 0 every optimal solution of (7) is a nondominated point
of (1). Conversely, in the discrete case every nondominated point of (1) can be obtained
by solving problem (7) with an appropriate choice of the involved parameters.

Based on these results for both strategies, the lexicographic as well as the augmented
weighted Tchebycheff approach can be used to iteratively determine the complete set
of nondominated points when finiteness of problem (1) is assumed (see Section 2.5
for further details). In this context, the main advantage of the augmented weighted
Tchebycheff approach compared to the lexicographic method can be seen in the fact
that only one single optimization problem has to be solved to determine one nondom-
inated point, and thus it can be expected that less CPU time is required in general
(see, e.g., Miettinen et al. (2006) for corresponding numerical results). However, no
concept for the determination of the parameters (particularly p) of the augmented
weighted Tchebycheff approach has been proposed up to the present such that, for
discrete problems, all nondominated points can be generated reliably. This question is
addressed in the following sections.

2.2 Properties of the Augmented Weighted Tchebycheff Norm

Our approach, that will be formulated for discrete bicriteria problems in the following,
is motivated by the following observation: Let 2!, 2* € Z denote two nondominated
points of (1) where 2{ < z7. Furthermore, let s denote the local ideal point with respect
to {z!,2?} and let

B(z',2%) ={(21,22) € Z: 21 < 2}, 2z < 23},

By(z,2%) = {2 € B(z',2%) : ||z = slly <min{[|]z" — 5|7, |2 — s[l;'}}.

By definition, every nondominated point z* satisfying 2z} < 27 and 23 < 24 is an element
of B(z', 2?). Moreover, every nondominated point 2* € B(z!, 2?) can be generated by
solving problem (7) if the parameters w and p are chosen appropriately. In particular,
the parameters w and p can be chosen such that the set B(z!,2%) coincides with the
set B;”(zl, 2?). However, this is not true in general since for arbitrary values of w and
p it might happen that ||2* — s[|% > min{]|z" — s]|%, |2* — ||/} for some nondominated
point 2* € B(z!,2%), and in this case z* is not optimal for (7).

A sufficient condition under which the two sets are equal, i.e. B(z', 2%) = BY (2!, 2°),
is that for every 2* € ZpNB(z', 2*) it holds that min{||z" —s||¥, [|2* = s[4} > [[2* —s]|%.
This condition is certainly satisfied whenever

min{[|l2" = s|l}, [ = s} > 12— slly with z:= (z} = A, = A),  (8)

see Figure 1 for an illustration. This is the basic idea of our construction. By solving (7)
for parameters satisfying condition (8) we find a nondominated point in B(z', 2?), if it
exists.

We will see in the following that an appropriate choice of the parameters can be
derived dependent on the underlying input data and the choice of the reference point s.

7



s | s 7
2 2
Figure 1: Detail of contour of ||- || (dashed curve) with parameter choice (a) satisfying and

(b) not satisfying condition (8)

Among the feasible choices for wy, wy and p satisfying condition (8) we further aim at
maximizing the value for p in order to avoid numerical difficulties that may arise when
too small values for p are used.

To ease notation in the following we introduce some simplifications. Recall that we
restrict ourselves to the integer-valued case, i.e. A = 1, and that we assume that z; > 0
and z; — s; > 0 for ¢ = 1,2 holds for all z € Z. For simplification, we apply the linear
mapping 1 : Z* — Z?, z — z; — 8;, for i = 1,2 to the given problem such that the
reference point s coincides with the origin. Let therefore 2! := (0,y) and 22 := (z,0)
with x,y € Z, in the following. Because of A = 1 we may further assume that z,y > 1,
since if z = 1 or y = 1, B(z', 22) N Zg = 0. In addition, we exclude the case z = y = 2
as a contour line passing through the points (0, 2), (1,1) and (2, 0) implies that p = co.
Thus, for x = y = 2 we have B(z', 2%) = BY (2", 2*) for every choice of p > 0.

It is well-known (see, e.g., Steuer (1986)) that the contour line £, := {z € R? :
|zl = a} of the augmented weighted Tchebycheff norm with respect to a certain
level o > 0 is piecewise linear for all @ > 0 and symmetric with respect to the origin
(cf. Figure 2). We interpret z' and 2? as the intersection points of £, with the two
coordinate axes and denote by 27 the inflection point of the contour line in the positive
orthant. Note that, since we restrict our search for nondominated points of problem (1)
to B(z!, 2?) and assume z to be non-negative, we can omit the absolute values in (7),
which means that we only consider points and contour lines in the positive orthant.

In the remainder of this section we derive a strict upper bound on the value of p,
guaranteeing that (8) is valid for A = 1. We further show that the variation of the
intersection points of £, with the coordinate axes from z!, 22 to two alternative points
21 22 closer to the origin (cf. Figure 1) does not lead to an increased value of p. In other
words, the computed value of p is optimal in the sense that for all choices of points
21,22 € R? replacing z', 22 in condition (8) and satisfying 2} = 21, 21 € (24 — 8y, 23] and
22 € (27 — 61,22, 25 = 22 for &;,0, € [0,A), respectively, p becomes maximal for the
particular choice (2!, 22) = (2!, 22). We partially used Maple™ 14 for the computations
in the following.

We first focus on the case that [|2']|2 = ||2?[| = a. Before presenting how the
parameters p and w; have to be chosen for given and fixed points z' and 2? in this
case, we recall similar results for the weighted Tchebycheff norm that are stated, e.g.,
in Ralphs et al. (2006) and Saym and Kouvelis (2005).



Figure 2: Contour lines of the augmented weighted Tchebycheff norm

Lemma 2.1. Let z,y,a € Ry, 2! = (0,9), 22 = (2,0), and wy,wy > 0 such that
wy +wy = 1. Then the points z* and 2% lie on the same contour line of a weighted

Tchebycheff norm, i.e. |22 = [|22||Y = «, if and only if
Y z ry
wy; = , Wy = and o = )
r+y Tty rT+y

Note that the level o is uniquely defined by the coordinates of the points 2! and 2% in
the case of a weighted Tchebycheff norm. This property no longer holds true when the
augmented weighted Tchebycheff norm is considered. In more detail, for fixed 2! and 2?
the weights wy, ws and the parameter p can be chosen dependent on an appropriately
chosen value of a.

Theorem 2.2. Let z,y,a € Ry, 2! = (0,y), 22 = (z,0), p > 0 and wy,wy > 0 with
wi+wy =1 andw;+p > 0,7 =1,2. Then the points z' and 2* lie on the same contour
line of an augmented weighted Tchebycheff norm, i.e. |2'|¥ = [|2*||¥ = «, if and only
if it holds that

aly —z)+x alz —y)+x
wi = wi (@) = _ﬁy___)___;y’ W = ws(r) = _ﬁ___EQ___;Q,
2xy 2xy
B _afz+y) -y
p=pla) = 20y
where o € I := | 22, max{wffmm{m’y} for the case that x # y, and
1 (@) 200 — @
W1 = Wo = — = Q) =
1 2= 5 PP o

Joralla >3, ifx=y.

Proof. First, assume that the two points z! and 22 lie on the same contour line with
respect to an appropriate level . This assumption immediately implies that w, = =2
and wy = %, respectively. As in addition wy + wy = 1, this further shows that

a(z+y) -y

_ Y-y 9
p 20y , 9)
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and thus
P ) e N S et e

10
2xy 2xy (10)

However, the parameters wq, ws and p only define a proper weighted augmented Tcheby-
cheff norm if and only if the conditions p > 0 and 0 < wy, wy < 1 are satisfied. Hence,
we have to restrict the value of o such that these conditions hold. A short calculation
shows that

p20<:>a2xx+yy (11)

which implies the lower bound on the level a. Furthermore, it holds that

a>= y>z a< . y>zw
y—z Yy—T
w, >0 < a € R, r=v9Y and w; <1 < a € R, r=y . (12)
agf—_yy, x>y 042%, x>y

First, consider the constraint w; > 0. As a > 0 by definition and %mz < 0 for y > =,
the first condition is always valid and does not impose a bound on a. However, this is
not true for the case x > y, i.e. a < xx—_yy has to be satisfied for the case that = > y.

With the same line of argument it can be easily verified that only the first condition
of the constraint w; < 1 imposes a bound on a and that similar results can be obtained
if the analogous constraints on ws are considered. Hence, we have shown that

LY

o< - ,
B max{x, y} - mln{xv y}

has to be valid for the case that = # y. If x = y, (12) shows that no upper bound on
the value of « is imposed, and we deduce that w, = wy = % and p = 202‘—;”3 hold for
all @ > ¥ in this case. Elementary calculus shows the converse results stated in the

theorem. O

Note that the lower bound on « in Theorem 2.2 refers to the case that p = 0, i.e. if
ﬁ’y, a weighted [,-norm is considered. For the case that z = y, the parameter p
tends to infinity, when o — o0 is considered. In this case, the influence of the [,,-norm
vanishes and in the limit the distance is measured by a pure [;-norm. To simplify the
following analysis, we concentrate on the two cases that x =y > 2 and x > y > 2.
Equivalent results for y > x > 2 can be obtained by a simple exchange of the variables.

Theorem 2.2 implies another important result for the inflection point 2? of the

contour line in the positive orthant, i.e. the point on the contour line where w1 2] = wq24

holds.

o =

Corollary 2.3. Let wi,ws > 0 and p > 0 be given as defined in Theorem 2.2. Fur-
thermore, let z¢ denote the inflection point of the contour line in the positive orthant.
Then the coordinates of this point are given by

(6]
Zq = Zq(O[) = m(wg,wl) (]_3)
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2w

2,2

Figure 3: FEzample for the curve v for x =5 and y = 3. ~ describes the location of the
inflection point 2% for a € I = [1.875;7.5].

Proof. As 27 corresponds to the point where wyz{ = woz4 holds, it must be an element
of the ray starting from the origin and passing through the point (1, g—;) Taking further
into account that [[27]])’ = a shows that (13) is valid. O

Using the results of Theorem 2.2 and Corollary 2.3, we can derive the coordinates
of 27 with respect to x, y and a. We start with the case that + = y > 2 and obtain

that 9
2la) = o (1,1) (14)

 da—zx

for all > 5. This further implies that the denominator in (14) is always well-defined.
For the case that > y > 2 we obtain that

2axy

#(a)

- 202xy + 2022y + 2awy? — 12y? — a?x? — a?y? H(wy—aly—z), 2y —alz—y)).

To derive an appropriate choice for the parameters we further analyze the curve

[T = R?
v { a — 2%(a) = (fi(a), fo(a)) (15)

z+y’ -y
values x and y. For the case that x = 5 and y = 3, the curve v is depicted in Figure 3.
In this example, if & = 1.875, 27 = (5,3) and a pure weighted Tchebycheff norm is
considered, while for o = 7.5 we have that 29 = 2z? and the contour line of a weighted
[{-norm is obtained.

Stating general properties of «, it can be verified by elementary calculus that the
mapping f : I — R, i.e. the restriction of v to the second coordinate of 29, defines a
continuous, strictly decreasing and thus invertible function on I satisfying fo(I) = [0, y].
Furthermore, the functional inverse of f5 is given by

with [ := [ﬂ ﬂ] (cf. Theorem 2.2), that is induced by z? for fixed given integer

t(z +y) — zy — \/At2xy — Atry? + 2292
t(z —y)? + 2xy? — 222y

fo () = xy-

with ¢ € [0,y]. To finally obtain an explicit description of the parametric curve =y, we
insert o = f,'(¢) in fi(a) and conclude that v can be described in explicit form by
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the function
0,9] — R,
g: . (R(t) — 2tx + 3zy) - (t(x +y) — 2y — R(1))
t(2y% + 6zy) — R(t)(z + 3y) + 2%y — bay?

where R(t) = \/4t2xy — 4tzy® + 22y2. By construction we have that g(0) = g(y) = =.
Differential calculus further shows that g has a global minimum on [0, y] for ¢ = %.
Summarizing the discussion above, the formulas for w;, we and p stated in The-
orem 2.2 imply that we can compute parameters of a valid augmented Tchebycheff
norm such that z! and 22 lie on the same contour line. However, our derivations show
that under this assumption the coordinates of the inflection point 27 cannot be chosen
independently, but that z¢ must always be an element of the curve . This implies in
particular that, in general, the parameters cannot be set such that (in addition to the
fact that the points z! and 22 lie on the same contour line) the point 2¢ = (z—1,y —1)
is the inflection point of this contour line. This can be seen, for example, in Figure 3
for the case that © =5 and y = 3, where the point z = (4, 2) is not an element of ~.

2.3 Parameters Guaranteeing Completeness

In order to guarantee that no nondominated point 2* € B(z!, 22)NZg in the considered
region is missed, the parameters of the augmented weighted Tchebycheff norm have to
be chosen carefully. Due to the integrality assumption, it is sufficient to require that
the point z has a smaller level than «, because if ||z]|}) < a then [|2*||7 < a for all
2 € B(2',2%) N Zg. Since the strict inequality is difficult to handle in this context,
we construct the parameters of an augmented weighted Tchebycheff norm such that
min{||z*[|%, [|2*[|¥} > a and [|Z]|¥ < « is satisfied. However, we have to keep in mind
that the case ||Z]|'Y = a is critical: If 2%, 2% and Z lie on the same level curve, the optimal
solution of the associated problem (7) can be any of these three points and hence Zz
may be missed.

We will proceed with the derivation of the parameters of an augmented weighted
Tchebycheff problem such that [|2'||% = ||2*||% = [|Z]|%¥ = « holds. This is motivated by
the fact that, under the principal assumption that [[2']|2 = [|2*||' = o and [|2[|%} < a,
this special choice leads to the maximal possible value of p. The formal proof is given in
Lemma 2.4 below. Recall that choosing p as large as possible has numerical advantages,
cf. the discussion in Section 1.

Lemma 2.4. Let v >y > 2 and let ||2'||¥ = [|2*||¥ = o and ||Z]|¥ < a be satisfied.
Then p is mazimal if || ||} = o holds.

Proof. Using the formulas derived in Theorem 2.2 and assuming that x > y > 2,
elementary calculus shows that

ez — 1)
xy —y — 3v + a2’

1]} =a <= a=
where —2@=Y 2 \We know from Theorem 2.2 that
Ty—y—3r+x T—y

1
oz-ery—a for ozE[

LY Ty )

_— (8% g s
p=pla) o be—y

2xy

12



i.e., pis a linear function of « for fixed x,y. As p is continuous and strictly increasing,
it attains its maximum when « is maximal, i.e. for a = ||z||}. O

In the following we give a geometrical interpretation of the case ||2'[|% = [|2*||% =
2]} = « based on the results obtained for the curve ~.

Lemma 2.5. Let x >y > 2 and let the points z', 2% and z lie on the same contour line
of an augmented weighted Tchebycheff norm with level o > 0. Then, Z is an element
of the line segment connecting z* and 29.

Proof. We use the straight line connecting the points z! and z that is given by h(t) =
—ﬁt + y to find the intersection point of A with the curve ~, i.e. the value of a € I
such that the point z? = 2%(«) €  also lies on h. To prove the result it then suffices
to show that the first coordinate of 2%(«) is at least x — 1. To calculate z9(«) we have
to solve the system of equations

file) =t A fafa) = ——=+y

in the variables a and ¢. This system has the two solutions

(tlaal) = (O, xy ) and (tQ,O[Q) e ( 5 xy<x ) . (l‘ _ 1)’ xy<x ) ) )
y—z r?y —x —2xy +y xy —y — 3x + a2

As it is assumed that x > y > 2, the solution (¢1, aq) is not feasible since a; < 0 and
thus oy ¢ I. Thus, since the curve «y is continuous and strictly decreasing in fs(«) for
a € I and connects the points (z,y) and 2%, (2, az) must be a point on v and ay € I.
We find that for all z > y > 2 we have that

2y —x—2wy+y=x(@y—1-2y)+y > zfy(r—2)—1] > 0,

and further that

to ry(r — 2) %y — 2xy
= = > 1.
x—1 2y—x—2xy+y 2%y —2zy—(r—1y)
Hence, we can conclude that t, > x — 1. O

Using the value calculated for o in Lemma 2.5 in combination with Theorem 2.2
immediately implies the following result.

Corollary 2.6. Let v >y > 2. Then the points z', z* and z lie on the same contour
line of an augmented weighted T'chebycheff norm with level o > 0 if and only if

Yy—y—=c z(r —2) x
wy; = 5, W2 = 2cmclp: >
Ty —y—3r+x Ty —y—3r+2x Ty —y—3r+x
In this case, o = %

Since v is a continuous curve and strictly decreasing in fy(«) for all a € I, we
finally conclude:

Theorem 2.7. Let wy, wy and p be given as defined in Theorem 2.2.
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| Case | wy Wo P | «
T>y 22 xyfz;/_—gic’);—gil—x2 xy—xggx—gi:—aﬁ xy—y—gc3ar+x2 xyfzg//(—x?)_xl—ix2
2] 3 | 3 | we |
y>x =2 myfyiyf_fiz)Jrgﬂ myfgijl;;ykﬁ myfmfyBer?ﬂ myizi(ggyl}r?ﬂ

Table 1: Parameter values for an augmented weighted Tchebycheff norm such that the points

21,22 and % lie on the same contour line with level «.

1. (a) Let x >y > 2. Choosing

zy wy(z — 1) )

o€ ,
Lc+y xy —y — 3r + 22

implies that
(16)

12105 = 12°15 > 11zl
(b) Lety > x > 2, then (16) is valid whenever

—1
o e { . zy(y — 1) ).
r+y xy—x—3y+y?

2. Let x =y > 2. Then (16) holds when choosing
r z(x—1)
@ e {5’ 2(35—2)) '
Proof. The first part of the result follows directly from the discussion above. Thus,
only the second part of the theorem has to be proven. Since in this case r =y > 2, we
conclude from (14) that there exists a level a such that z¢ = 2%(«a) = (x — 1,2 — 1).

Elementary calculus shows that this specific level is given by o = ;U((i:;g Since z4(a) =

fa(@) = £22 is monotonically decreasing for all @ > %, fixing a < ;CE;C:;)) is sufficient
to ensure the validity of (16). O

A summary of the derived results for the parameters wy, ws, p and « of the aug-
mented weighted Tchebycheff norm is given in Table 1.

2.4 Optimal Parameter Choice

The general assumption in Sections 2.2 and 2.3 above that restricted the parame-
ter choice for the augmented weighted Tchebycheff norm was that the two points
2! = (0,y) and 2% = (z,0) with z,y € Z" lie on the same contour line, and in par-
ticular at the intersection of this contour line with the coordinate axes. Since our
original goal was to find parameters such that p is as large as possible, guaranteeing,
however, that all nondominated points in the region B(z!,2%) N Zg can be found, the
assumption that [|2'|% = [|2%|| = a may be too restrictive. In other words, the in-
tegrality of the intersection points of the contour line with the coordinate axes is not
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necessarily needed to construct an augmented weighted Tchebycheff norm such that
12| < min{||z"]|¥,][2*[|%'}. Indeed, as long as @,y € Z*, it is sufficient to require
that the intersection points of the corresponding contour line with the two coordinate
axes are given by z! = (0,y — v) and z? = (z — ,0) with u,v € [0,1). Note that the
cases u = 1 or v = 1 are omitted since this would imply that p = 0. Two examples of
possible choices for v and v are depicted in Figure 4.

Now the question arises whether choosing appropriate values for u,v € (0,1) and
requiring [|Z]| < [|2}]|W = [|2%[|% leads to a larger value of p as compared to the case
that (u,v) = (0,0), treated above. Our analysis follows a similar line of arguments
as for the case that (u,v) = (0,0). In particular, = is substituted by x — u and y is
substituted by y — v in the respective formulas and derivations replacing Theorem 2.2
and the calculation of the point 2.

Applying Lemma 2.4 with £ = x — v and §y = y — v instead of z and y implies that
it is sufficient to consider only such levels « for which ||Z!(|% = [|2*||’ = [|Z]| = a. For
the case that x # y, the inflection point z7 is now given by

2axy

>4 — =4 — 7 — 7 — ) d — T a7
=20, u,v) —02(7 — §)2 + 2039( + §) — 7252 (@9 = oly = 2), 25 ~ oz —9))

T+’ max{z,j}—min{z,g} |
As in Section 2.3, we first restrict our analysis to the case that x > y > 2. For fixed
x,y € Z* we define

with a e [ = [ﬁ ]

o Ix[0,1)x[0,1) — R2?
' (,u,v) = 2o, u,v) = (Gi(a,u,v), Ga(a, u,v)).

For fixed u,v € [0,1) we further consider the curve

I - R
T a e G(a,u,v).

As u and v can be chosen arbitrarily from the interval [0, 1), there certainly exist ap-
propriate vectors («, u, v) such that the point Z is an element of 7. We will characterize

22— 172

Figure 4: Two examples of augmented weighted Tchebycheff norms with intersection points
zland 2% in (x — 1,2] and (y — 1,y], respectively.
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Figure 5: FEzample for the curve T for x = 5 and y = 3. For the depicted values of
(u,v) €0.2,1) x [0,1), the point z% is an element of the curve 3.

these specific values of v and v in the following. Solving the system of equations in-
duced by setting G(«, u,v) = (x — 1,y — 1), we obtain for @ € I the uniquely defined
solution

()o@ =

a2 —y)(x+y—2)+z(y—1)> a(2—x)(x+y—2)+y(a:—1)2)
alz+y—-2)+-1?2 = alzt+y-—2)+(z—-1) '

Differential calculus shows that u as a function of a € R" is strictly decreasing and
continuous. Hence, u(«) is invertible and its functional inverse can be used in combi-
nation with v(a) to deduce the locus of all pairs (u,v) € [0,1)? as a function of u such
that z¢ is an element of 4. Elementary calculus shows that this curve is given by

0,1) — R,
T: . u(xy—2y+1)+y—x’
ulx—y)+aoy —2x+1
where
T(u) =0 — u=—2"Y e (0,1) and lim 7(u) = 1.
zy —2y+1 u—1-

Hence, the considered locus is given as the restriction of the function 7 to the interval
I, = [u*,1). Furthermore,
O7(u) (z—1)*(y — 1) Pr(uw) _ 2(—1)*(y— 1)*(y — =)

= d =
du e —g) tay 20112 0 T T Gy tay 21

for all w € [0,1), and hence 7 is strictly increasing and concave. An illustration of the
curve 7 for the case that x = 5 and y = 3 is given in Figure 5. Note that in this case
u* = 0.2.

In order to analyze for which values of (u,v) € [0,1)? the maximal value for p is
obtained, we consider the subdivision of the square [0,1)? induced by the curve 7 into
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the two connected sets

S = {(u,v) €10,1) x[0,1): v>7(u)},
Sy = {(u,v) €1]0,1) x[0,1): v<7(u)}

with common boundary 7. Recall that Lemma 2.4 with ¥ = x —w and §y = y — v
instead of x and y implies that we only need to consider such levels o for which
I = 1222 = J12]2 = .

From the continuity of G and the results obtained for the case that (u,v) = (0,0),
we conclude that if (u,v) € Sj, then the point Z is an element of the line segment
connecting the points z! and z%(«, u, v) for that particular value of a. If (u,v) € Ss, z
is an element of the line segment connecting z%(cv, u,v) and z2.

Following the same reasoning as in the case that (u,v) = (0,0), we compute this
specific value of o, depending on (u,v) € S; or (u,v) € Sy, to deduce the corresponding
value of p based on the result of Theorem 2.2. If (u,v) € &;, the line segment hy
connecting z! and Zz is given by hy(t) = %t + y — v. Elementary calculus shows that
intersecting h; with 4 in combination with Theorem 2.2 leads to

1_ 1 (z —u)(y —v)(z — 1)
o =a(uv) u@B—2z)+v(l+2z) —2uv+2y —y — 3z + 22’ (17)
(x —u)(1—0v)

1_ 1 _ ) 18
pr=ruv) u(3—z) +v(l+2) — 2uv + 7Yy — y — 3z + 22 "

Using differential calculus, we obtain that

Op*(u,v)  _ (v—1)(y — v)(z — 1)
T B to(ltn) —dwtay—y—seraE =0 Vwu)ES,
op*(u,v) (u—z)(z+y—u—1)(z—1)

v (w@B—2)F+o(l+x) - 2uv+ xy —y — 3z + 22)2 <0 V(u,v) €S

This implies that the maximal value of p' is obtained when (u,v) lies at the boundary
of Sy:

Lemma 2.8. Let (u,v) € S; and suppose that |2y = ||22[|% = [|Z]|% = o, where o
is given as stated in (17). Then, the value of p' in (18) is mazimal for (u,v) = (0,0).

Proof. As the closure cl(S;) of the set S; is compact and p' is continuous on cl(S;),
the maximum of p* within cl(S;) exists. Furthermore, as both partial derivatives of p!
with respect to u and v are strictly negative for all (u,v) € Sy, p! attains its maximum
in a boundary point of cl(S;) satisfying v = 0 or v = 0. But as the derivatives show
that p! is also strictly decreasing in all these points on the boundary, we deduce that
the maximum of p!' in & is obtained for (u,v) = (0,0). O

Now consider the case that (u,v) € Sy. The line segment hy passing through the
points Z and 22 is given by ha(t) = =3 (t+u—z). Intersecting hy with 7 in combination
with Theorem 2.2 shows that

(z—u)(y—v)y—1)

. _ 19
o = a(u,0) u(l+y) +vB—y) = 2uv+zy — o =3y +y* .

2 20 ) = (y —v)(d —u)
pm=pue) u(l+y) +v(3 —y) — 2uv+ay — 2 — 3y +y?’ (20)
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We further have that

Op*(u,v) v—ylat+ty—v-1)y—1) <0 Vo) es
ou (u(l+y)+vB—y)—2uv+ay —x — 3y + y?)? ’ &
v (u(l+y)+vB—y)—2uv+ay —x — 3y + y?)? ’ >
Lemma 2.9. Let (u,v) € Sy and assume that ||21||;"2 = ||22||;"2 = [|z[I}: = a?, where

a? is given as stated in (19). Then, the value of p* in (20) becomes mazximal for

r—Y

(u,v) = (u*,0), where v* = ————.
zy —2y+1

Proof. The proof follows the same line of argument as the proof of Lemma 2.8, taking
additionally into account that the curve 7 is known to be monotonically increasing and
concave. U

Combining the results of Lemma 2.8 and Lemma 2.9 completes the analysis for the
case that r >y > 2:

Theorem 2.10. Let x,y € ZT such that x >y > 2 and let (u,v) € [0,1) x [0,1) such
that the points z' = (0,y —v), z=(x — 1,y — 1) and z*> = (z — u,0) lie on a common
contour line of an augmented weighted Tchebycheff norm with parameters wy, ws, p
and for a certain level «. Then the parameter p becomes maximal for (u,v) = (0,0)
and can be computed as stated in Table 1.

Proof. According to the results of Lemma 2.8 and Lemma 2.9, only the values of p*(0, 0)
and p?(u*,0) have to be compared. But as the point (u*,0) is an element of 7, it is
also contained in ;. Optimality of the point (u,v) = (0,0) € S; and the fact that
the partial derivative of p! with respect to u is strictly increasing on the line segment
joining (0,0) and (u*,0) immediately implies that p'(0,0) < p*(u*,0) and thus (0, 0)
is optimal. O

Note that by symmetry the same result is obtained when y > x > 2. It remains to
discuss the case that z = y > 2. Let again z! = (0,2 — v) and 2% = (z — u,0) with
u,v € [0,1).

First we consider the case that u = v. For this case we deduce from (14) that

v _ 2a(r —u)

z9=Za,u) = 4a—x+u(1’1>
for all a > #5*. As the curve defined by 27 corresponds to the line joining the points
(x —u,x —u) and 3(z — u,x — u) when a — oo is considered, there must exist a
feasible value of o such that the points z and z? coincide. This specific value of «
can be obtained by intersecting the curve that is induced by z?(«,u) with the line
hs(t) = “=t + = — u that joins the points z' and z. We obtain that o® = (;(;1_)7(;;)‘),
and hence by Theorem 2.2 we have that

1—u op*(u) 1—2x

— and —
2(x—2+u)’an ou 2(x — 2+ u)? <0

p’ = pu) =
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for all u € [0,1). But this implies that p? is maximal for u = v = 0, which results in
the value of p that is stated in Table 1 for z =y > 2.

Finally, it remains to discuss the cases 0 < v < u < land 0 < u < v < 1,
respectively. By symmetry of the resulting problem, we restrict ourselves to the latter
case, i.e. to the case that * > ¢y > 2, where z = x — v and §y = x — v. We once more
obtain that

2aexy
—a2(z —y)? + 2azy(T +y) — 2232

2=z, u,v)= (7Y — a(y — ), 7y — (T — 7))

with o € [ = [”E—g, %} As o > 0 it further follows that

W-aly-1) _ w-ai-g) .

—alr—y) Ty —al—7)

which implies that the curve defined by z%(a, u,v) is always located underneath the
line segment joining the origin with the point (x, ). Hence, the value of p!(u, v) can be
used to deduce the desired value of p such that the points z!, zZ and 22 lie on a common
contour line of an augmented weighted Tchebycheff norm. As x = y by assumption,
we obtain that

(x —u)(1—0)

ph=piw) = uB—1x)+v(l+z)—2uv+2z(x —2) (21)

Theorem 2.11. Let x,y € Z" such that x =y > 2 and let (u,v) € [0,1) x [0,1) such
that the points z' = (0,2 —v), 2= (x — 1,z — 1) and 2> = (z — u,0) lie on a common
contour line of an augmented weighted Tchebycheff norm with parameters wy, ws, p
and for a certain level a. Then, the parameter p becomes maximal for (u,v) = (0,0)
and 1s given as stated in Table 1.

Proof. We restrict ourselves to the case that u < v by symmetry of the problem. If
v =u, (v,u) = (0,0) is the optimal choice as already shown above. So, assume that
0 <u < wv < 1. First, we obtain for the denominator in (21) that

u@B—z)+v(l+x)—2uv > u3—2z)+u(l+x)—2uv = 2u(2—-v) >0.
Combining this result with (21), it follows that

(x —u)(1—0v) x 1

p(u.v) < -2 S 2r—2) 2w-2 "

which completes the proof. O

Combining the results of Theorem 2.10 and Theorem 2.11 shows that a maximal
value for p is attained whenever the coordinates of z' and 2% are integral. However,
as the choice of p according to Table 1 implies that the points 2!, z and 22 lie on a
common contour line of an augmented weighted Tchebycheff norm, a slightly smaller
value of p should be selected for practical applications in order to guarantee that the
point Z is found with the corresponding scalarization.
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Algorithm 1 Sequential algorithm for generating the nondominated set

Input: Data of bicriteria discrete optimization problem, specification of Tchebycheft
method used to solve subproblems, parameters (optionally).
Output: Complete set of nondominated points ND.
1: Create two empty sorted lists ND and T'emp.
2: Compute lexicographic minimal solutions z' and z? wrt. f; and f,, respectively,
and ideal point.

3: if z! = 22 then

4:  Set ND = {z'}.

5: else

6:  Set Temp = {z',2*} and ND = {z'}.

7. while |[Temp| > 2 do

8: Compute parameters and optionally the new reference point wrt. the first two
solutions z',z2 in Temp.

9: Solve the resulting subproblem and find solution z.

10: if 2 = 2! or 2 = 2% then

11: Remove first element from Temp and insert it as last element to ND.

12: else

13: Insert z as new second element between z' and 22 to Temp.

14: end if

15:  end while

16:  Add final element of T'emp as last element to ND.
17: end if

18: return ND.

2.5 Algorithmic Framework for Augmented Weighted Tcheby-
cheff Scalarizations

In this section, the application of augmented weighted Tchebycheft scalarizations in the
context of a generic algorithm for the generation of the complete set of nondominated
points of problem (1) is discussed. We focus on bicriteria problems and assume that
the nondominated set has finite cardinality. The algorithmic framework summarized
in Algorithm 1 follows the same ideas as the algorithms presented in Eswaran et al.
(1989) and extended in Ralphs et al. (2006).

By iteratively solving Tchebycheff-type scalarizations, a representative efficient so-
lution for each nondominated outcome is computed. In the following, we call one or
several parameterized problems that yield a nondominated point a subproblem. In our
implementation, the Tchebycheff method used for solving the subproblems corresponds
to one of the approaches specified in Section 2.1.

Two lists Temp and ND are maintained in Algorithm 1 to store nondominated
points during the course of the algorithm. Both lists are kept sorted with respect to
their first coordinate in ascending order. Thereby, T'emp corresponds to a working list
that contains solutions not yet further explored: For two consecutive points 2 and 2!
in Temp the set B(z%, 2™!) might contain further nondominated points. In contrast,
the list ND contains nondominated points which are consecutive points in the final
list of nondominated points, i.e. for two consecutive points z* and z**+! in N D it holds

20



that B(2%, 2T1) is empty.

The main iteration of Algorithm 1 consists in the selection of two consecutive points
2t 21 € Temp and then searching in the box B(z¢,2""1) for further nondominated
points. This is realized by solving a Tchebycheff-type problem, the type of which can
be specified by the user. Since the complete nondominated set is to be computed, the
order in which the pairs of consecutive nondominated points are selected from Temp is
not important, in the sense that it has no impact on the overall number of subproblems
that need to be solved. However, for simplification we proceed in ascending order with
respect to the first coordinate, i.e. we always choose the first two entries of T'emp for the
next subproblem. Note that if an approximation instead of the complete nondominated
set shall be generated, the selection of the points from Temp can be easily modified
and adapted to this purpose.

In an initial step, the two lexicographic optimal solutions z! and 22 are generated
by solving the two minimization problems lexmin{z; : z € Z}, i = 1,2. If 2! = 2%, the
ideal point of the bicriteria problem is feasible and hence, ND = {z!'} is returned by
the algorithm. Otherwise, the list T'emp is initialized with the two points 2! and 22,
sorted with respect to their first coordinates, and the (global) ideal point is computed.

As long as Temp contains at least two elements, a new subproblem resulting from
the first two entries z', 2% € Temp has to be solved. Therefore, if necessary, a new
reference point has to be specified, and the values of the involved parameters have to
be updated based on the chosen reference point s. Note that s may either correspond
to the local ideal point that is induced by z! and 2% or alternatively to the global ideal
point of the bicriteria problem.

To specify appropriate parameter values for the respective subproblems, the results
of Section 2.2 are applied. If the lexicographic weighted Tchebycheff method is used
to solve the given subproblem, the values for the involved parameters w; and ws are
chosen according to the result of Lemma 2.1. The same lemma is used to determine
the weights for the classical augmented weighted Tchebycheff method. Note that if
this method is applied, the value of p is specified at the beginning of the algorithm
and remains unchanged for all subproblems. If, in contrast, the augmented weighted
Tchebycheff method is applied with adaptively chosen parameters as derived in Sections
2.2 to 2.4, wq, wy and p are dynamically updated based on the results of Theorem 2.2
and Theorem 2.7. Hence, the value of p may differ from subproblem to subproblem in
this case.

Let z denote the optimal solution of the active subproblem. If z = 2! or z = 22,
the results of Section 2.2 imply that B(z!, 2%) contains no further nondominated points
and hence, z' can be removed from Temp and inserted into the sorted list ND at the
final position. Otherwise, the nondominated point z induces two new boxes B(z!, z)
and B(z, z?) that may contain further nondominated points of (1). Hence, z has to be
inserted behind 2! in Temp, and the new subproblem induced by z! and z has to be
solved in the next iteration.

This procedure is repeated until Temp contains only one single element. By con-
struction of the algorithm it is then ensured that all nondominated points have been
found in this case. Hence, the final element from T'emp is inserted to N D at the final
position, and the list N D is returned by the algorithm. The correctness of Algorithm 1
then follows from the results of Section 2.2.
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Theorem 2.12. Algorithm 1 is correct and returns the complete set of nondominated
points of problem (1), if it is finite.

The complexity of Algorithm 1 depends on the number of subproblems that are
solved during the course of the algorithm, as well as on the complexity of the respec-
tive subproblems. Assuming that the nondominated set has finite cardinality N, the
determination of the complete nondominated set requires the solution of N different
subproblems. In addition, in order to verify that no further nondominated points exist,
N — 1 further subproblems are solved by Algorithm 1. The overall number of subprob-
lems is thus given by 2N — 1 (see also (Ralphs et al., 2006)). Since Problem (1) may
be intractable, it may take an exponential amount of time to generate Zg.

2.6 Linear Reformulations of Tchebycheff-Type Problems

We finally discuss several approaches to remodel the different Tchebycheff scalarizations
introduced in Section 2.1 and used in Algorithm 1 such that the resulting problem
formulations can be solved with a linear solver like, for example, IBM ILOG CPLEX.
Let 2%, 2% be two consecutive nondominated points contained in the temporary list
Temp of Algorithm 1 and selected for further analysis in Step 8.

Motivated by the fact that nondominated points cannot be contained in the set
{zeR: z=2"4¢qVz=2*+¢ ¢ € RL}, and that nondominated points Z with
Zy > 23 or Z; > 2% are generated with respect to other subproblems in Algorithm 1, we
restricted our consideration in Sections 2.2 to 2.4 to the set B(z!,2%). Consequently,
we omitted the absolute values in the formulation of the augmented weighted Tcheby-
cheff Problem (7). The restriction to B(z', 2%), however, is not explicitly contained in
Problem (7). Therefore, it needs to be discussed if and how this formulation has to
be modified such that the restriction of the search to the set B(z!,2?) is contained in
the problem formulation. All reformulations discussed in the following are used in the
numerical studies presented in Section 3.

First consider the lexicographic weighted Tchebycheff method. Since either the
global ideal point or local ideal points are used as reference points in Algorithm 1, the
absolute values in (5) can be omitted. Hence, after replacing the value of the weighted
Tchebycheff norm in (5) by an additional variable A € R, we obtain the linear program

min A
st. A > wi(zi—s), i=1,2 (22)
z € Z

in the first stage, and the linear program (6) (with & = 2) in the second stage of the
lexicographic weighted Tchebycheff method.

Different from the weighted Tchebycheff problem, the absolute values in the aug-
mented weighted Tchebycheff method (7) cannot be omitted in combination with local
ideal points in the context of Algorithm 1. The reason for this is that dropping the
absolute values in (7) may result in the generation of nondominated points that are lo-
cated outside the box B(z!, 2?) defined by z!' and z2. This is illustrated in Figure 6(a),
where in the case of an augmented weighted Tchebycheff scalarization (with the abso-
lute values omitted) the point 23 & B(z!,2?) is found even though the box B(z!, 2?)
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Figure 6: Contour lines of an (a) augmented weighted and (b) weighted Tchebycheff problem

contains no further nondominated points. Figure 6(b) shows that this problem does
not occur in the case of the weighted Tchebycheff scalarization.

We present two different approaches to overcome this problem. One possibility
consists in modelling the absolute values in (7) by introducing two artificial variables
w; € Ry i =1,2 and four additional constraints (see, e.g., (Steuer, 1986)). Thereby we
obtain the linear program

min A+ p (p1 + p2)

st. A > wipy, 1=1,2
i =z — S, 1=1,2 (23)
i > —(zi—s), i=1,2
z € Z

An alternative approach consists in restricting the search to the desired box by adding
either the two constraints
21 <2 and 2 <z (24)

or
21> 2 and 2z > 2 (25)

to the relaxed problem

2
min )\—l—pZ(zj )
=1

st. A > wi(z—s;), i=1,2
2 € Z.

(26)

Note that if the global ideal point is used as reference point in (7), there cannot exist
any nondominated point outside the box defined by two arbitrary nondominated points
of Problem (1). Thus, in this case (26) can be directly used in Algorithm 1 without
the extension by (24) or (25).

3 Computational Results

To compare the performance of different variations of weighted Tchebycheff scalar-
izations and, in particular, to analyze the effects of adaptively chosen parameters in
augmented weighted Tchebycheff scalarizations, we perform numerical tests by apply-
ing Algorithm 1 with different scalarized subproblems and using different strategies
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for the selection of the reference points. Randomly generated instances of bicriteria
knapsack problems are used as example problems. In Section 3.1 below, the numer-
ical setup is specified and the used formulation of the bicriteria knapsack problem is
formally introduced. The computational results are discussed in Section 3.2.

3.1 Computational Setup

We consider bicriteria knapsack problems as a well-studied example for an integer-
valued, discrete bicriteria optimization problem with non-negative objective values. To
be consistent with problem formulation (1), we formulate the problem as a minimization
problem with objective coefficients (costs) ¢!, ¢* € Z', constraint vector (profit) a € Z"
and minimum profit requirement b € Z, :

min f(z) = [c'z,Pa]
s.t. ar > b (27)
r € {0,1}, l=1,...,n.

Note that the bicriteria knapsack problem has also been used as a test problem for
Tchebycheff methods in Ralphs et al. (2006) and Saym and Kouvelis (2005), among
others. Similar to these references, we do not aim at outperforming specialized al-
gorithms for the determination of the nondominated set of the bicriteria knapsack
problem. Algorithm 1 is rather used as a general framework to compare the perfor-
mance of different Tchebycheff scalarizations. For this reason, a standard LP solver
can be applied for the solution of the respective subproblems.

The test problems are generated using the approach and the code of (Sayin and
Kouvelis, 2005). In this approach, the coefficients ¢ and a are randomly drawn integers
from the interval [1,1000], following a uniform distribution. The minimum profit b
of a feasible knapsack is set to b = 0.5 >""" | a;, rounded to the nearest integer. We
consider four different problem sizes n € {50, 75,100, 125}. For every problem size n,
10 different instances are evaluated, and the average computation time of Algorithm 1
is compared for the different methods.

In the augmented weighted Tchebycheff subproblems, the weights for all methods
with a fixed value of p are computed as described in Lemma 2.1. When p is adaptively
chosen, the weights w; and w, are determined as specified in Table 1. The corre-
sponding value of p can only be set close to the value given in Table 1 as explained
in Section 2. Hence, in the implementation of the adaptive parameter calculation we
scale the value of p given in Table 1 by a factor n € (0, 1), which is set to 0.9 by default
if not specified differently.

Two series of experiments are presented. In a first test series, we compare the aug-
mented weighted Tchebycheff method with adaptively chosen parameters (AAWT) to
the augmented weighted Tchebycheff method with a priori chosen values of p, where
we set p to 1072,1072 and 107%, respectively, as proposed by Steuer (1986). We de-
note the resulting problems by Py o1, Fo.oo1 and Py o1, respectively. The two-stage or
lexicographic weighted Tchebycheff method (TS) is used as reference, i.e. we compare
all methods with TS in terms of the number of determined nondominated points and
computational time.

In a second test series we investigate the impact of using local ideal points as refer-
ence points in the augmented wighted Tchebycheff method. In a first step we compare
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n TS AAWT  Poor Fooor  Fo.ooor
50 | 4.453 | -0.371 -0.383 -0.368 -0.367
75 | 13.597 | -0.380 -0.404 -0.383 -0.382
100 | 34.689 | -0.383 -0.416 -0.378 -0.381
1251 63.238 | -0.346 -0.377 -0.345 -0.348

Table 2: CPU time of TS and deviation of CPU time of different augmented weighted
Tchebycheff methods with respect to TS (using the ideal point as reference point)

the different reformulations of the absolute values described in Section 2.5 with respect
to CPU time. In a second step we test an improved approach that still uses local ideal
points but replaces the absolute values only when needed, i.e., whenever nondominated
points outside the set B(z!, 2?) may potentially be generated. Dependent on the scaling
of p, we compare CPU time and average values of p.

The computational platform for our study is a working station with four 2.8 GHz
Intel Pentium CPUs and 1 GB of memory. Algorithm 1 is implemented in C4++, and
as subproblem solver we use CPLEX 11.0.

3.2 Results

The results of the first test series, comparing different augmented weighted Tchebycheft
scalarizations with adaptive versus fixed parameter p, are given in Table 2. Absolute
values of the CPU time for the two-stage approach TS (used as reference method),
and relative values for all other methods in comparison with TS are specified. For
example, the entry in column AAWT and row n = 50 means that the adaptive aug-
mented weighted Tchebycheff method requires 37.1% less CPU time than the two-stage
approach. Table 3 gives the average number of nondominated points found by the two-
stage approach and, for all other methods, the deviation from this number. It can be
observed that, for all problem sizes, the methods with augmentation term require sig-
nificantly less CPU time than the two-stage method. This observation reflects the fact
that in the latter case, two optimization problems have to be solved for each subprob-
lem and thus more time is needed in general. Comparing computational times among
the different methods with augmentation term is only meaningful for those methods
that find the same number of nondominated points. Respecting this, we deduce from

n | TS | AAWT  Poor Fooor  Foooor
50 | 44.5 0 -0.050 -0.005 0
75 | 85.5 0 -0.059 -0.007 0
100 | 147.2 0 -0.078 -0.003 0
125 | 206.1 0 -0.069 -0.004 -0.001

Table 3: Deviation of the number of nondominated points found by different augmented
weighted Tchebycheff methods with respect to TS
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n TS Powe  Pue  Pie
50 | 4.379 | -0.047 -0.268 -0.075
75 |1 13.378 | 0.440 -0.193 0.427
100 | 34.038 | 0.769 -0.143 0.923
125 | 61.304 | 1.032 -0.045 1.306

Table 4: CPU time of TS and deviation of CPU time of different augmented weighted
Tchebycheff methods with respect to TS (using local ideal points as reference points)

Table 2 and Table 3 that the solution times of all augmented methods which generate
the entire set of nondominated points are nearly the same. Hence the recalculation of
p in the adaptive version does not require much additional time; the time needed for
updating p appears to be insignificant. Concerning the solution quality, i.e. the num-
ber of nondominated points generated, we observe a difference between the augmented
methods. While the adaptive augmented weighted Tchebycheff method reliably finds
all nondominated points, this is not true when p is fixed a priori: In this case a cer-
tain percentage of nondominated points is missed. For example for p = 0.01, on the
average 5% of the nondominated points are missed for the problem size n = 50. For
n = 125 and p = 107, on the average 0.1% of the nondominated points are missed.
Even if this percentage is rather small, it clearly shows the difficulty when using a fixed
value for the parameter p: Depending on the data of the given problem, it may not
be appropriate (i.e., too large) for the generation of all nondominated points. This
clearly shows the advantage of an adaptive calculation of p with respect to the given
problem data. In the second test series we address the question whether we can obtain
better (i.e., larger) values for p without impairing the CPU times recorded in Table 2.
Therefore, we replace the ideal point by local ideal points, individually chosen for each
subproblem. As mentioned in Section 2.5 this implies the necessity to take the absolute
values in problem (7) into account. In the method P,,. we include the absolute values
explicitly by introducing additional variables and constraints as specified in (23). In
the methods P, and Py, we omit the absolute values but add upper box constraints
(24) and lower box constraints (25), respectively. Since all three methods are equivalent
in the sense that they reliably generate all nondominated points, we only report CPU
times and omit the (equal) numbers of determined nondominated points, see Table 4.
As before, we show the deviations in CPU time of the three formulations as compared
to the two-stage approach. For n = 50, all tested methods are faster than TS. The
best CPU time is obtained for the reformulation (24) which is 26.8% faster than TS.
However, for all other investigated problem sizes, only reformulation (24) is superior
to TS while the methods (23) and (25) turned out to require significantly more CPU
time than TS (from 42.7% up to 130.6%). Comparing the CPU times of P to the
CPU times of AAWT in Table 2 shows a clear impairment. The additional variables
and constraints seem to make the augmented problem significantly more difficult to
solve.

In order to avoid as much as possible of the additional computational burden in-
duced by the linearizations of the absolute values in (7) in the methods Py, Pupe
and Py, we additionally implemented an alternative approach where these reformu-
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n=0.9 n=0.1

n TS | AAWT P | AAWT P
50 | 4.453 | -0.371 -0.353 | -0.375 -0.380
75 | 13.597 | -0.380 -0.342 | -0.381 -0.379
100 | 34.689 | -0.383 -0.300 | -0.385 -0.369
125 | 63.238 | -0.346  -0.255 | -0.348 -0.334

Table 5: Dewviation of CPU time of different augmented weighted Tchebycheff methods with
different scaling of p with respect to the total CPU time of the two-stage method

lations are only used when necessary. Indeed, the absolute values in (7) are only
needed if there exists a nondominated point that is located outside the box B(z!, 2?)
and that minimizes the augmented weighted Tchebycheff scalarization with absolute
values omitted (cf. Figure 6(a)). Instead of introducing additional variables and/or
constraints in every subproblem, we may also omit the absolute values, i.e. solve prob-
lem (26), and check whether the solution satisfies the box constraints. If the solution
lies in the box B(z!,2%), we can proceed as usual and turn to the next subproblem.
If, however, the solution lies outside the box B(z!,2?), we insert the solution to the
temporary list T'emp of nondominated points (if it is not already contained in T'emp).
Then we repeat the search for nondominated points in the same box, but this time
by solving problem Py, i.e. by explicitly including the box constraints in the problem
formulation.

The CPU times for this alternative approach, denoted by P.,,.;, are given in Table 5
in relation to the two-stage approach (i.e., the deviation of CPU time as compared to
TS is specified). For better comparison, Table 5 also contains the data for the AAWT
method using the global ideal point. For TS, the global ideal point is used, and 7 is
set to n = 0.9 and n = 0.1, respectively.

For n = 0.9, AAWT clearly outperforms P.,,; in all test instances. However, for
1n = 0.1 there is no significant difference between AAWT and P,,,, with respect to
CPU time. This can be explained as follows: The smaller the scaling factor 7 is,
the less likely it is that solutions of (26) lie outside the box B(z!,2%) since then the
contour of the corresponding augmented weighted Tchebycheff norm is only slightly
lifted as compared to the weighted Tchebycheff norm without the augmentation term.
Having fewer solutions outside of B(z!, 2?) implies that fewer of the (computationally
expensive) problems with additional box constraints have to be solved. In the limit,
i.e. if no solution lies outside the corresponding box, a computational time similar to
AAWT is obtained.

The advantage when using local ideal points instead of the global ideal point is
that we can expect that, on average, larger values of p in the augmented weighted
Tchebycheff subproblems are obtained. This can be observed in Table 6, where average
values of p for AAWT and P, with 7 = 0.1 and n = 0.9 are given. It is interesting to
note that even for P,,,,;, with n = 0.1, larger values for p are obtained than for AAWT
with 7 = 0.9. Taking into account that the solution quality is nearly the same for
both variants (see Table 5), this indicates that larger average values for p, and thus a
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n=20.9 n=20.1

n | AAWT P | AAWT P
50 | 0.00030 0.00554 | 0.00003 0.00062
75 1 0.00025 0.00777 | 0.00003 0.00086
100 | 0.00017 0.00997 | 0.00002 0.00111
125 | 0.00014 0.01097 | 0.00002 0.00122

Table 6: Comparison of average values of p
numerically more stable method, is obtained with local ideal points.

3.3 Summary

We can conclude that the augmented weighted Tchebycheff method with adaptively
chosen parameters reliably finds all nondominated points without impairing CPU time.
We also presented a method that uses local ideal points. Depending on the scaling
factor n, we observed a trade-off between CPU time and the average value of p. When
a rather small scaling factor n = 0.1 is used, similar CPU times as compared to the
method using the global ideal point are achieved while getting a larger average value
for p.

4 Conclusion

Focusing on bicriteria and discrete problems, we presented explicit formulas to op-
timally and adaptively determine the parameters defining the augmented weighted
Tchebycheff scalarization with respect to the data of a given problem instance. With
this approach, numerical difficulties arising from unfavorable parameter values can be
avoided, enhancing, for example, iterative generation methods based on augmented
weighted Tchebycheff scalarizations. The results of numerical tests validate our theo-
retical findings from a practical point of view.

Generalizations to multiple criteria problems are under investigation. Moreover,
future research should include continuous problems where trade-off information could
be used to compute appropriate parameter values. An interesting variation of the
augmented weighted Tchebycheff scalarization is obtained when different parameters
pi, t =1,... k, are allowed in the augmentation term. Whether this has a significant
effect on the computational efficiency of corresponding solution methods should be
carefully analysed.
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